	M0027
	Quality System Procedure
Texas A&M AgriLife Research at the BecA ILRI Hub
	Issue Date:

09/15/2014
	Rev.:

0

	Title:  Dixon Outlier Test                                                   
Issued and Authorized by: Tim Herrman        Authorization Signature: [image: image1.png]T





	Page #:

1 of 3



The colored ink stamp indicates this is a controlled document. Absence of color indicates this copy is not controlled and will not receive revision updates.
Purpose

If sample results are not duplicating well, an outlier test may need to be performed in order to determine if specific results can be excluded from consideration.  An outlier test may be required on other sets of data, such as method qualification or method validation.  The Office of the Texas State Chemist uses the Dixon outlier test with critical values, at 5% error, as listed in the Use of Statistics to Develop and Evaluate Analytical Methods by Grant T. Wernimont, edited by William Spendley.
Scope / Field of Application

The Dixon outlier test is to be used whenever the analytical results fail the duplication requirements a second time.  It can also be used when completing validation and/or training studies. 
Responsibilities

Chemists and others performing outlier evaluation – follow the SOP and complete all outlier procedures

Laboratory Director and Manager, Quality Assurance – monitor and ensure procedure is followed and documented

Procedure

DIXON TEST AS APPLIED TO ANALYTICAL RESULTS
For a problem sample which fails the duplication requirement, it may be necessary to determine if a particular analytical result is an outlier.  Perform the following steps to make this determination.

List the four results in order of increasing magnitude (W, X, Y, Z).

Calculate the range (R) of the values (highest-lowest) (Z - W)

Determine which result is the suspected outlier (W or Z).

Calculate the difference (T) between the suspected outlier and its nearest neighbor:

If W is suspect: Tw = X - W
If Z is suspect:   Tz = Z - Y

Calculate the ratio (I):

If W is suspect:  I = Tw / R
If Z is suspect:   I = Tz / R

If I is greater than or equal to the critical value of 0.829 (for N = 4), then the suspect number is an outlier and can be excluded from consideration.  If I is less than 0.829, then the suspect number is NOT an outlier and should be kept in consideration.  Typically, the average of all non-outlier results will be reported out.
DIXON TEST AS APPLIED TO OTHER SITUATIONS
The same principle above can be applied to numeric data where N is other than 4.  Table 1 displays the critical values for N between 3 and 40.  NOTE: Use a different calculation for N > 8 (see references).
If a data set is greater than 40, split the data randomly in half and test for outliers at either end of the range of results.

Use the outlier spreadsheet for determining outliers in qualification sets.  

TABLE 1

	N
	Critical Value
	N
	Critical Value

	3
	0.970
	22
	0.468

	4
	0.829
	23
	0.459

	5
	0.710
	24
	0.451

	6
	0.628
	25
	0.443

	7
	0.569
	26
	0.436

	8
	0.608
	27
	0.429

	9
	0.564
	28
	0.423

	10
	0.530
	29
	0.417

	11
	0.502
	30
	0.412

	12
	0.479
	31
	0.407

	13
	0.611
	32
	0.402

	14
	0.586
	33
	0.397

	15
	0.565
	34
	0.393

	16
	0.546
	35
	0.388

	17
	0.529
	36
	0.384

	18
	0.514
	7
	0.381

	19
	0.501
	38
	0.377

	20
	0.489
	39
	0.374

	21
	0.478
	40
	0.371


References
Davis, F.A., Maxfield, M. W., Statistical Manual,  Dover Publications, NY, 1960.

Dixon W. J., Processing Data for Outliers, Biometrics, March 1953, pgs 74-89.

International Organization for Standardization (ISO) document ISO5725-1981.

Spendley, W. (ed.), Use of Statistics to Develop and Evaluate Analytical Methods, AOAC, 1985, Arlington, VA.  Table A-9, p. 156.

Revision History

.

[image: image1.png]